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Nonlinear resistive-MHD computation with heating and anisotropic transport is applied to examine the interaction between thermal energy and magnetic fluctuations in inductively driven reversed-field pinches (RFPs). The magnetic fluctuations underlie magnetic field reversal through dynamo-like correlations, and they enhance thermal energy transport through fluctuations of parallel heat-flux density. With the unfavorable magnetic curvature that exists across the RFP profile, thermal energy also affects the magnetic fluctuations. Computations with the NIMROD code [Sovinec, et al., JCP 195, 355 (2004)] integrate nonlinear MHD dynamics with energy transport and reproduce an RFP state with experimentally relevant values of plasma-β. Equilibria constructed from results of the 3D computations are analyzed to assess the sources of free energy in the saturated nonlinear state. Linear computations for these profiles show unstable modes of tearing parity. Their eigenfunctions are used to evaluate and compare stabilizing and destabilizing contributions to the kinetic energy integral. An assessment of the drives in the integral reveals that the pressure-gradient drive is of comparable magnitude to the parallel-current drive, and only the sum of the two surpasses the stabilizing contributions. Correlation of magnetic and parallel heat-flux-density fluctuations in the nonlinear computations shows that fluctuation-induced thermal conduction is the dominant mode of energy loss, as expected from experimental evidence. Decomposition of the fluctuating heat-flux density shows that second-order correlations, alone, do not explain the total energy transport. Higher-order correlations are also important.

I. INTRODUCTION

Research on the Reversed Field Pinch (RFP) magnetic confinement configuration has provided important insights on the science of plasma magnetic relaxation⁰ and fluctuation-induced transport, while contributing to the development of a unique fusion energy concept. Relative to tokamaks and stellarators, the RFP has large engineering-β, which is defined as the ratio of plasma pressure and the magnetic pressure from the field that needs to be produced by external coils. The high βₚ stems from the paramagnetic property of toroidal pinches, which is enhanced by the dynamo effect that leads to magnetic field reversal. With their large electrical current density, RFPs also offer the possibility of reaching burning-plasma conditions without an auxiliary heating system. Early observations of the characteristic reversal inspired Taylor’s energy-minimization hypothesis. How relaxation occurs has been examined in detail through a combination of numerical computation and experiment. Large-scale magnetic tearing modes underlie the dynamics, and their tendency to produce stochastic magnetic topologies affects energy confinement. In this work, we apply nonlinear numerical simulation to study pressure-driven effects on magnetic tearing and the resulting transport. Although the modeling
of each aspect of the problem is necessarily simplified, the computations are relatively unique for magnetic confinement in self-consistently computing profile evolution. 3D nonlinear magnetohydrodynamics (MHD), heating, and transport.

Many nonlinear computations for RFPs focus on current-driven tearing dynamics, assuming that any pressure-driven effects are small. In fact, simulations taking the limit of vanishing plasma pressure reproduce the most notable RFP characteristics, such as field reversal, the tearing mode spectrum, and intermittency.\(^{22,23}\) This is understood from the fact that loop voltage in the presence of the highly sheared magnetic field in conventional RFPs produces a strong gradient in \(\lambda = \mu_0 J_l / B\), i.e., a strong current-gradient drive for MHD activity. In addition, magnetic stochasticity from tearing fluctuations leads to relatively flat profiles of plasma pressure in the core, where resonances are far from the stabilizing wall or feedback coils.

Nonetheless, plasma confinement requires a centrally peaked pressure profile. With the small safety-factor \((q < 1)\), poloidal magnetic field dominates the average magnetic curvature and makes it unfavorable in conventional RFPs. Whereas the large magnetic shear suppresses ideal interchange,\(^{24,25}\) pressure can drive resistive interchange.\(^{26}\) A pressure gradient with unfavorable curvature alters the linear eigenfunction of the tearing mode near its resonant surface such that the sign of \(\Delta'\), where \(\Delta'\) is the matching parameter, does not predict tearing-mode stability. When the Suydam parameter \(D\) is positive, \(\Delta'\) can attain any value from \(-\infty\) to \(+\infty\), and no marginal stability criterion exists with an adiabatic closure for pressure.

This finding motivated several studies of linear resistive modes in RFP profiles. The analysis in Ref. \(^{27}\) considers the importance of compressibility for \(\Delta'\)-stable configurations and found a threshold in \(D\) for interchange stability. It is also shown that below a critical value of \(D\), the growth rate for the tearing-parity mode for \(\Delta' < 0\) scales like \((D'/\Delta')^4\), which can be very small. Computations in Ref. \(^{28}\) demonstrate how pressure extends the spectrum of unstable modes with respect to axial wavenumber with a Suydam-marginal profile and finds that “resistive g-modes” always appear, although growth rates can be vanishingly small at small-\(\beta\). A later computational study found that crossing the Suydam threshold has very little effect on linear modes unless resistivity \(\eta\) is extremely small.\(^{29}\) It further examined the effects of varying the current profile when including a pressure gradient. Reference \(^{30}\) considers the effects of varying \(D\) and \(\eta\) on the eigenfunctions of resonant \(m = 1\) modes with small and large axial wavenumber \((k)\) in \(\Delta' < 0\) RFP profiles and finds that low-\(k\) modes maintain tearing structure when \(D\) is increased to the ideally unstable range. For the tearing mode, the radial component of displacement or flow-velocity is zero at the mode resonant surface and the radial component of the magnetic perturbation is non-zero; vice versa for interchange. Eigenfunctions have also been examined with an eigenvalue code that determines both tearing and interchange parities for each set of parameters, and the results for \(\Delta' < 0\) profiles show that the transition for \(m = 1\) occurs at \(\beta\)-values of 20-30%.\(^{31}\) That study also found that \(m = 0\) modes maintain tearing parity to very large \(\beta\)-values.

The influence of thermal conduction is potentially important for the pressure-curvature drive for tearing modes. When considering how classical tearing in tokamaks transitions from linear to nonlinear behavior, Lütjens, Luciani, and Garbet found that thermal conduction can affect the outer-region solutions.\(^{32}\) If the scale for parallel thermal conduction to compete with perpendicular conduction in a magnetic-island\(^{33}\) is larger than the tearing layer, the dispersion relation has the form of the zero-pressure relation but with an altered value of \(\Delta'\). While this is a destabilizing effect in tokamaks, the analysis by Bruno, Freidberg, and Hastie shows that positive-\(D\) (pressure confining) conditions in RFPs can be stabilized by sufficiently negative values of \(\Delta'\).\(^{34}\) Mirza, Scheffel, and Johnson apply numerical computation to quantify the effect in \(\Delta' < 0\) profiles and find that it reduces RFP growth rates for sufficiently small \(\beta\) and Lundquist numbers, \(S \equiv \tau_r / \tau_A\), where \(\tau_r\) is the resistive diffusion time, and \(\tau_A\) is the Alfvén propagation time.\(^{35}\)

Nonlinear computations of MHD with pressure evolution have already contributed to our understanding of RFP dynamics. An early nonlinear study that restricted evolution to helical symmetry found that \(m = 1\) resistive interchange saturates at
relatively small amplitude, but substantial $m = 0$ interchange results at large plasma-\(\beta\). Some of the first 3D computational results on the dynamo effect includes Ohmic heating; however, the model has a sink of energy density throughout the domain to keep $\beta$ small. Including anisotropic thermal conduction provides more realistic modeling of transport\(^{37}\) which was then applied to examine the scaling of plasma-\(\beta\) with $S$.\(^{38}\) References \(^{39}\) and \(^{40}\) extend the scaling study to consider RFPs with current-profile control.\(^{8,41–44}\) Caveats on these earlier computations of energy transport are the fixed, uniform plasma density and the unphysically small aspect ratio $R/a$ that was used to reduce computational costs by limiting the magnetic fluctuation spectrum. More recent studies include density evolution at realistic aspect ratio and demonstrate the evolution of temperature to a centrally flat profile when including rapid parallel thermal conduction.\(^{45,46}\)

Nonlinear simulations of RFP relaxation with a low-frequency two-fluid model\(^{11,12}\) also consider pressure evolution. Nonzero plasma pressure is needed to produce important finite-Larmor-radius effects on tearing.\(^{47,48}\) However, the background pressure in the computations is uniform to focus on core current-gradient driven dynamics without the computational challenges of having the pressure-gradient drive.

The aim of the present study is to determine the role of pressure in sustaining tearing fluctuations in relaxed RFP states.\(^{13}\) We also examine the fluctuation-induced transport processes that are represented in a self-consistent resistive-MHD model with anisotropic thermal conduction and heating. The remainder of this paper is organized as follows: In Section II, we describe our physical parameters and numerical methods. Particular attention is devoted to the symmetric steady-state fields used in our simulations. Section III describes the transient phase of our time-dependent computations, which produces relaxed configurations from the initial symmetric states. Section IV presents analysis of the simulated sustained RFP conditions. Linear computations of equilibria constructed from the relaxed 3D nonlinear results are applied to analyze the driving sources of free energy. We also examine the energy and particle transport that is represented by the nonlinear MHD computations. Finally in Section V we summarize and draw conclusions from our study.

II. METHODS AND PARAMETERS

A. Numerical Methods and Boundary Conditions

The 3D nonlinear computations presented in this paper have been performed using the initial value Non-Ideal Magnetohydrodynamics with Rotation, Open Discussion (NIMROD) code.\(^{50}\) NIMROD applies spectral finite elements in a two-dimensional plane and Fourier series representation in the third, periodic direction. The temporal evolution is a semi-implicit advance which allows time stepping ($\Delta t$) independent of Alfvénic propagation. We restrict the time steps to a flow-based Courant Freidrichs Lewy (CFL) condition for numerical accuracy.

Our computations have been performed in cylindrical geometry with a circular cross-section of radius $a = 1.0$ and periodic length $L = 2\pi R$, where $R = 3$ is the major radius of the analogous torus. We have used the spectral finite element representation over the two dimensional poloidal plane and finite Fourier series representation in the axial direction of the cylinder. The poloidal plane has a $32 \times 32$ (radial $\times$ azimuthal) annular mesh of biquartic rectangular elements surrounding a central region of 192 biquartic elements. This mesh departs from a strictly polar mesh in which thin elements meet at a central point; using the non-polar mesh moderates the CFL number for a given $\Delta t$. The axial direction is represented by 86 Fourier harmonics denoted by $n$ ranging from 0 to 85. The poloidal harmonics are only restricted by the mesh scale and are denoted by $m$. Homogeneous Dirichlet boundary conditions are applied to $\mathbf{n} \cdot \mathbf{B}$ at $r = 1$, representing a conducting shell, and no-slip conditions are applied on the flow. Homogeneous Dirichlet conditions are also applied to temperature and density perturbations, so that the physical fields are prescribed by the input steady fields that are described in Section III C.

NIMEQ\(^{51}\) is a general purpose Grad Shafranov solver developed for NIMROD’s spectral-element representation. We use it to construct high-quality
equilibria for profiles extracted from nonlinear NIMROD calculations. These equilibria provide the basis for analyzing free energy in the NIMROD-computed relaxed states. We apply field-line tracing to the $n = 0$ part of the nonlinear NIMROD computations to obtain the flux-averaged profiles of pressure $P(\psi)$ and $F(\psi) = RB_z$. With these profiles, NIMEQ is used to solve the GS equation:

$$\Delta^* \psi = -\mu_0 R^2 P'(\psi) - FF'(\psi)$$

where the GS operator is

$$\Delta^* = R \frac{\partial}{\partial R} R^{-1} \frac{\partial}{\partial R} + \frac{\partial^2}{\partial Z^2}$$

and primes indicate differentiation with respect to $\psi$.

The field-line tracing diagnostic also enables us to obtain and analyze profiles of flux-averaged quantities such as the safety-factor, parallel current, density and temperature at different times during our non-linear computations.

**B. Physical parameters**

We first define the relevant physical quantities. The magnetic field and electric field are represented by $\mathbf{B}$ and $\mathbf{E}$, respectively. The current density is denoted by $\mathbf{J}$. The symbols $p$, $n$ and $T$ are the total pressure, species particle density and temperature of the plasma and subscripts "i" and "e" are used to indicate ion and electron species, respectively. The center of mass flow velocity is denoted by $\mathbf{V}$. All physical constants such as the vacuum magnetic permeability $\mu_0$, the Boltzmann constant $k_B$, mass of ions $m_i$ and charge of ions $q_i$ have been normalized to 1.0 in our computations. The magnitude of plasma parameters that characterize the computations presented here are chosen so as to represent the single fluid plasma-MHD regime while also being computationally tractable. The resulting relaxed states have Alfvén speed $v_A = B/\sqrt{\mu_0 m_i n} \sim 1$, so the Lundquist number $S = \mu_0/\eta$, where $\eta/\mu_0$ is the resistive diffusivity, and we set $S = 40000$. The magnetic Prandtl number is $Pm = \mu_0 \nu/\eta$, where $\nu$ is the isotropic viscosity. It is set to 5 over the final phase of our simulations, where we analyze free energy and transport. Our $S$-value is approximately 100 times smaller than what is achieved in large RFP experiments, and smaller-$S$ reduces intermittency (RFP sawtoothing) in the MHD dynamics.

**C. Equilibrium Configuration**

NIMROD has been implemented to evolve nonlinear perturbations about a prescribed symmetric steady state without assuming an ordering on the size of the perturbations. It is also used for time-dependent linear computations, where all nonlinear terms are excluded. While any 2D MHD equilibrium may be used, nonlinear time-dependent computations with profiles that do not satisfy the steady-state limit of the dynamical equations effectively contain implicit sources. Because our aim is to investigate pressure-driven dynamics and global energy transport self-consistently with magnetic relaxation, we use profiles that satisfy steady-state relations for magnetic field, particle density, and temperature. For a given value of applied voltage and given profiles of electrical resistivity and thermal conductivity, the unique cylindrical 1D steady state in cylindrical geometry is a "stabilized" z-pinch without a radial pinch flow, $\mathbf{V} = \mathbf{E} \times \mathbf{B}/B^2 = 0$. The axial guide field $B_z$ and the axial electric field $E_z = \eta(r) J_z$ are uniform. $E_z$ is then curl-free and implies a uniform loop voltage for sustaining the plasma current. For cylindrical geometry, the following set of 1D ODEs is solved numerically to obtain a desired steady state:

$$\frac{dp}{dr} = -B_\theta \frac{E_z}{\eta(r)}$$

$$\frac{d}{dr} (rB_\theta) = \mu_0 r \frac{E_z}{\eta(r)}$$

$$\frac{d\Theta_\perp}{dr} = -\left( \Gamma - 1 \right) f_\perp \frac{rE_z^2}{\eta(r)}$$

$$\frac{dn}{dr} = -n \left[ \frac{B_\theta E_z}{\eta(r)} + \frac{\Theta_\perp}{r f_\perp} \right]$$

where

$$\Theta_\perp = n(r) \chi_\perp (r) \frac{dT}{dr}.$$
FIG. 1: Flux surface average profiles (a) Pressure, (b) Parallel Current, (c) Safety Factor for different steady states.

Eq. 1 is the steady-state force balance, and Eq. 2 is Ampere’s law, where current density in each is taken from Ohm’s law. Eq. 3 describes steady-state thermal transport with balanced perpendicular thermal conduction and Ohmic heating. The perpendicular thermal diffusivity \( \chi_L \) is uniform, and \( \Gamma = 5/3 \) is the adiabatic index for an ideal monatomic gas. Quasi-neutrality is assumed \( (n_e \approx n_i \approx n) \). To find a relation for the density gradient (Eq. 4), the temperature is substituted into Eq. 5 using the ideal gas relation \( \left( p_e = f_e p = nT_e \right) \). In this work, ion and electron temperatures are equal \( (f_e = 0.5) \), which models rapid thermal equilibration.

Five different steady states have been computed by varying the \( E_z \) drive. The computations have been named Cases 1-5 in increasing order of the drive. For each of these five cases, the resistivity is uniform with \( \eta_0 = 2.5 \times 10^{-5} \) in the core and peaks in a narrow region near the wall \( \eta(r) = \eta_0 [1 + (\sqrt{10} - 1) r^{4.5}]^2 \) to approximate low temperature at the edge. They also have axial field of \( B_z = 0.375 \) to produce \( B \sim 1 \) after relaxation. The steady states are then uniquely determined by their axial current density profiles \( J_z(r) = E_z / \eta(r) \). Each case has uniform core current density \( J_z \) over \( r < 0.9a \) with values between 2.0 and 5.0 for the different steady states. The equilibria have strong gradients in the parallel current profiles \( \lambda(r) = a \mu_0 J B / B^2 \), as shown in Figure 1(b). Each steady state also has a pressure-curvature drive (Figure 1a). The safety-factor profiles \( q(r) = r B_z(r) / R B_\theta(r) \) (Figure 1c) are uniform in the core, indicating the absence of magnetic shear.

The axial component of the pinch fields used as NIMROD’s symmetric steady fields reduces the growth rates of ideal-MHD kink and sausage modes. However, the profiles are still violently unstable to kink, sausage, and other interchange modes. The initial phase of our time-dependent computations, described in Section III, relaxes these unstable profiles. The main finding there is that the simulations succeed in achieving representative relaxed states. Our experience with an alternative approach of using vacuum magnetic field and uniform particle density for the steady-state fields, and applying voltage through a boundary condition for the \( n = 0 \) part of the evolving solution, is that strong pinching of the particle density prevents progression to a relaxed state.

D. Time-dependent Computations

The nonlinear evolution of particle density, momentum density, and temperature from the prescribed steady states are modeled by the following


\[
\frac{dn}{dt} + n \nabla \cdot \mathbf{v} = \nabla \cdot D \nabla n
\]  

(6)

\[
mn \frac{d\mathbf{V}}{dt} = \mathbf{J} \times \mathbf{B} - \nabla p + \nu \nabla \cdot (mn \mathbf{W}) - m \mathbf{V} \cdot (D \nabla n)
\]

(7)

\[
n \frac{dT}{\Gamma - 1} = -\frac{p}{2} \nabla \cdot \mathbf{v} - \nabla \cdot \mathbf{q} + \eta \mathbf{J}^2 + \nu \rho \nabla \mathbf{V}^T : \nabla \mathbf{V}
\]

+ \left( \frac{f_n V^2}{2} - \frac{T}{Z_{eff} (\Gamma - 1)} \right) \nabla \cdot D \nabla n
\]

(8)

where

\[
\mathbf{q} = -n [\mathbf{bb} \chi_\parallel + (1 - \mathbf{bb}) \chi_\perp] \nabla T.
\]

(9)

For clarity, the steady-state fields are not shown explicitly but are shown in Eq. 4 of Ref. 50. The electron momentum equation is represented by neglecting two-fluid contributions and inertial terms, leading to the resistive MHD Ohm’s law:

\[
\mathbf{E} = -\mathbf{V} \times \mathbf{B} + \eta \mathbf{J}.
\]

(10)

In addition to the above, our model uses Faraday’s law, \( \partial \mathbf{B} / \partial t = -\nabla \times \mathbf{E} \) and Ampère’s law without displacement current, \( \mu_0 \mathbf{J} = \nabla \times \mathbf{B} \), for low-frequency dynamics. The continuity equation (Eq. 5) includes a particle diffusion term that is used for the purpose of numerical smoothing at the node scale, and we set \( D = 1.0 \times 10^{-5} \). This also requires additional numerical force density and heat density terms, the last terms in Eq. 7, Eq. 8 for conservation of momentum and energy. [See the appendix of Ref. 51] In Eq. 7, \( \mathbf{W} = \nabla \mathbf{V} + \nabla \mathbf{V}^T - (2/3) \nabla \cdot \mathbf{V} \) is the rate of strain tensor. Eq. 8 describes thermal transport with anisotropic thermal conduction (\( \mathbf{q} \)) and Ohmic heating (\( \eta \mathbf{J}^2 \)). Thermal diffusivities \( \chi_\parallel \) and \( \chi_\perp \) are uniform with \( \chi_\parallel = 2.5 \times 10^{-5} \) and \( \chi_\parallel / \chi_\perp = 4 \times 10^4 \). The last term is the viscous heating source (\( \nu \rho \nabla \mathbf{V}^T : \nabla \mathbf{V} \)) that is switched on and off in the computations to assess its impact on the computations.

III. INITIAL EVOLUTION

With the exception of the numerical particle diffusion terms, the computed steady states described in Section II C satisfy the time-independent form of our evolution equations, Eqs. 6-8, and Faraday’s law. NIMROD’s evolution of perturbations from these states is then consistent for the physical parameters, plus an effective particle source density that counteracts diffusion of the steady density profile. Asymmetric perturbations for our time-dependent computations are initialized at small amplitude. The low-shear steady states are violently unstable to ideal-MHD interchange. We facilitate computations through this transient phase by setting the isotropic viscosity to make \( \text{Pm}=500 \), which allows the simulations to progress toward lower-energy RFP profiles. Section III A describes in the evolution of energy spectra from the highest-current steady state that is qualitatively representative of all the five and produces a final state that is closest to achieving reversal. In Section III B we modify the steady fields to achieve conditions with a realistic value of \( \beta \) and sustained field reversal.

A. Development of High-\( \beta \) Profiles

Nonlinear saturation of the ideally unstable perturbations causes the profiles to undergo a strong relaxation event in the first 40–100 Alfvén times. During this phase, both the pressure and parallel current undergo substantial flattening in the core, which develops magnetic shear, as shown by the traces of the safety factor profile in Figure 2. The sausage instability with \( (m,n)=(0,1) \) is the dominant fluctuation at this time, but other \( n < 15 \) perturbations also have large energy (Figure 3). Among the \( m > 0 \) perturbations, those with \( n < 10 \) are \( m = 1 \), whereas \( n > 10 \) perturbations are primarily \( m \geq 2 \). We infer from the strong pressure gradients of these equilibria that the high poloidal mode numbers have an ideal MHD interchange character. The radial component of magnetic field for some of these fluctuations (Figure 4) shows \( n = 14 \) is observed to have an odd-\( B_r \), i.e. interchange, parity. At around \( t = 250 \tau_A \), the perturbations begin settling into a partially stabilized saturated state, while the remaining edge gradients
FIG. 2: Temporal Variation in flux averaged (a) Pressure, (b) Parallel Current, and (c) Safety-factor during non-linear evolution of profiles in Case 5.

FIG. 3: Temporal evolution of spectral energies (a) Magnetic Energy, (b) Kinetic Energy for Case 5 at $P_m=500$ for $t < 250 \tau_A$. The color sequence is repeated for $n \geq 10$ with the patterns indicated in the figure legend.

of pressure and parallel current continue to undergo further relaxation.

Once a quasi-steady state is reached, we lower $P_m$ to 20 by decreasing the viscous dissipation and allowing the perturbations to evolve further. Another small relaxation event occurs, which is indicated by the spike in the spectra at $t=2500 \tau_A$ (Figure 5), followed by further flattening of edge gradients until a saturated state is reached. The late-time quasi-steady state has a safety factor profile with a value on axis close to 0.2 as observed for $t = 18170 \tau_A$ in Figure 2(c). As expected from the $q$-profile, the $m = 1, 5 \leq n \leq 8$ fluctuations then dominate the fluctuation spectrum. Thus, a final state that approaches the RFP has been computationally obtained, starting from the unstable cylindrical pinch.

Similar features of nonlinear evolution are produced in all of the Cases 1-5. The final pressure, safety factor, and parallel current profiles are compared for these different computations in Figure 6. With increasing current drive, the safety-factor profile shifts closer to an RFP state. The obtained final
FIG. 4: Radial components of $\mathbf{V}$ and $\mathbf{B}$ from the linear eigenfunction of the $n=14$ axial mode obtained from an equilibrium extracted at $t=50 \tau_A$ during initial evolution.

pressure profiles are flat throughout the core. The pressure at the edge of the domain is a significant fraction of the central pressure and does not tend to zero, due to the boundary conditions on temperature and density, which maintain the values of the initial pinch states. In addition, $\beta > 1$ in these results, and compressibility is an important factor for the persistence of reversal in RFPs. Previous computations have found that high pressure or an incompressibility constraint leads to loss of reversal after an initial relaxation event. Here, reversal in the $q$-profile is observed briefly during the initial transient phase but is not sustained, even with the highest current drive.

B. Experimentally Relevant $\beta$-Values

The computations described above produce unrealistic final states with $\beta > 1$, and they do not sustain toroidal field reversal. To replicate RFP-relevant conditions, we replace the Case 5 steady-state profile with one computed using the method described in Section II C for a spatially uniform $\eta$-profile. With smaller resistivity near the edge, the equilibrium has larger perpendicular current density in that region, which supports a pressure gradient such that the pressure approaches zero near the wall. To avoid the violent initial transient, the perturbations from Case 5 at $t=8725 \tau_A$ are used as the initial conditions for the new steady state. The magnetic Prandtl number is reduced to 5 by further lowering the viscosity, and the nonlinear perturbations are allowed to evolve until saturation. The evolution of the pressure profile to a low-$\beta$ saturated state is shown in Figure 7(b). Thermal transport with the small edge pressure results in a realistic $\beta \approx 0.1$ at saturation. The parallel current profile is very similar to the profile in the high-$\beta$ final state.

With the increased compressibility at lower pressure, the low-$\beta$ computations produce significant toroidal field reversal during relaxation. The reversal parameter $F = \pi a^2 (B_\theta(a))/\Phi_z$, where $\Phi_z$ is the axial magnetic flux and $\phi$ indicates a surface average, settles to a value of $\sim -0.040$, and the pinch parameter $\Theta = \pi a^2 (B_\phi(a))/\Phi_z$ at saturation is $\sim 1.79$. These values are close to those obtained in reversed MST experiments.

As shown in Figure 8, the dominant perturbations at saturation are in the range $5 \leq n \leq 8$ with $n = 5$ and $n = 7$ competing for the highest energies. The $n = 6$ mode may also be dominant intermittently during the evolution. As discussed later, the parity of the modes confirms their tearing character. The $(m,n) = (2,10)$ mode, which is a harmonic of the $(1,5)$ mode, is also large at times.

The sustainment of field reversal results from the non-linear dynamo effect that transfers energy from the poloidal magnetic field to the toroidal magnetic field. Both the MHD dynamo and the Hall dynamo contribute significantly to this phenomenon. The simulations presented here are single-fluid MHD computations, so the Hall dynamo is not represented. Figure 9 shows time-averaged components of the MHD dynamo power density in the Pm=5 saturated state. The $4\pi^2 R r$ factor represents the cylindrical surface area to show net power per unit radius, and the sign indicates the direction of flow with a positive value implying transfer of energy from the mean field to the fluctuations. The dominant fluctuations $5 \leq n \leq 9$
FIG. 5: Temporal evolution of spectral energies (a) Magnetic Energy (b) Kinetic energy for Case 5 with $P_m=20$ for $t > 250 \tau_A$.

FIG. 6: Flux surface average of (a) Pressure, (b) Parallel Current, and (c) Safety Factor in the final states of the non-linear computations for Cases 1-5.

extract significant power from the axial component of plasma current density. A comparable amount of power is deposited into the poloidal component of current density via the same set of tearing modes. This drive of poloidal current density sustains the reversed field in the presence of resistive diffusion.

We have also performed the low-$\beta$ computation with viscous heating. The non-linear evolution is similar to that described above, which is expected from the relatively small kinetic energy density. For the computation with viscous heating, the reversal parameter in the final state is $\sim -0.043$ and the pinch parameter is $\sim 1.80$.

IV. PLASMA PRESSURE AND TRANSPORT

Here, we assess the effects of the pressure-curvature drive in the computed RFP states and study the energy transport that occurs in the RFP model.
A. Assessment of the Pressure Drive

We characterize the role of pressure in driving the tearing modes in the relaxed low-$\beta$ RFP through linear analysis. We use the method described in Section II to obtain $P(\psi)$ and $F(\psi)$ profiles at specific intervals from the two low-$\beta$ 3D nonlinear computations that are identical except for viscous heating. We then find temporally averaged pressure and current functions from different times in each nonlinear computation. NIMEQ is used to solve the GS equation with the time-averaged profiles to obtain equilibria for linear analysis.

The linear computations described here have been performed with the single-fluid resistive-MHD model used for the nonlinear computations. The Lundquist number $S=40000$ is the same as that of the nonlinear computations. Viscosity is reduced in the core such that $Pm=0.001$ to minimize dissipative effect on the tearing mode. However, high viscosity is retained in the edge to suppress $m=0$ Suydam modes that are resonant near the large edge pressure gradient. To further simplify the following analy-
sis, only a very small amount of isotropic thermal diffusivity ($\mu_0 c_0 h_0 = 0.001$) is used so that the system is nearly adiabatic. High spatial resolution and mesh packing near the tearing mode resonant surfaces has been used to ensure that the eigenmodes are well resolved. The computations find $n=6-9$ to be unstable, and their eigenfunctions are analyzed here. Although it has significant amplitude in the nonlinear simulations, computations with the time-averaged profiles indicate that $n = 5$ is linearly stable. Plots of the radial component of the magnetic field and the radial component of the velocity for the unstable eigenmodes as a function of the flux coordinate $\eta$ are shown in Figure 10. $V_r$ for each mode passes through zero, and $B_r(B_s)$ is non-zero, at the rational surface for each mode. Each of these modes is thus confirmed to have a tearing parity.

The perturbed kinetic energy from linear calculations can be analyzed to compare the drive terms and develop insights about tearing instabilities in RFP equilibria. The kinetic energy integral is obtained by taking the dot product of the flow vector ($\mathbf{V}$) with the momentum equation. For equilibria with no background flow i.e. $V_0 = 0$, we can use $\frac{\partial}{\partial t} \rightarrow \gamma$ (where $\gamma$ is the linear growth rate of the respective eigenmode) to describe time dependence. We therefore have:

$$-\gamma^2 \int d\Omega \left[ m_{n0} \frac{|V_n|^2}{2} \right] = \int d\Omega \left[ -V_n \cdot (\mathbf{J}_0 \times \gamma \mathbf{B}_n) \right]$$

$$-V_n \cdot (\gamma \mathbf{B}_n \times \mathbf{B}_0) + V_n \nabla \cdot \mathbf{P}_n$$

(11)

The subscript 0 refers to equilibrium fields. Hereafter, the subscript $n$ referring to a specific linear mode is suppressed for brevity.

In the same spirit, Faraday’s law can be expressed as follows:

$$\frac{\partial \mathbf{B}}{\partial t} = \gamma \mathbf{B} = \nabla \times (\mathbf{V} \times \mathbf{B}_0 - \eta \mathbf{J})$$

(12)

In the above equation, $E = -V \times \mathbf{B}_0 + \eta \mathbf{J}$ is the resistive MHD Ohm’s law. We define the first term on the RHS as $Q_i = \nabla \times (\mathbf{V} \times \mathbf{B}_0)$ representing the ideal part of Ohm’s law. The second term is the contribution from resistive diffusion with uniform $\eta$:

$$\mathbf{Q}_\eta = -\eta \nabla \times \mathbf{J} = \eta \nabla^2 \mathbf{B}$$

(13)

Similarly, the evolution of perturbed pressure can be expanded in terms of the background pressure gradient using the adiabatic closure:

$$\frac{\partial P}{\partial t} = \gamma P = -\nabla P_0 - \Gamma P_0 \nabla \cdot \mathbf{V}$$

(14)
FIG. 10: Eigenfunction components $V_r$ and $B_r$ of $n = 6$–$9$ as a function of the flux coordinate. That $V_r = 0$ and $B_r \neq 0$ at the resonant surface of the corresponding mode indicates that each has tearing parity.

Substituting the relations for $\gamma B$ and $\gamma P$ into the volume integral of kinetic energy, we obtain:

$$-\gamma^2 \int d\text{Vol} \left\{ mn_0 \frac{|V|^2}{2} \right\} =$$

$$\int d\text{Vol} \left[ -V \cdot \left[ J_0 \times (Q_i + Q_{\eta}) \right] - V \cdot \left[ (\nabla \times (Q_i + Q_{\eta})) \times B_0 \right] + V \cdot \nabla \nabla \cdot (V \cdot P_0 + \Gamma P_0 \nabla V) \right]$$

(15)

Applying vector calculus identities and conducting wall boundary conditions ($V_r(a) = B_r(a) = 0$) to any surface terms, and identifying magnetic curvature $\kappa = \hat{b}_0 \cdot \hat{b}_0$, the above equation can be expressed as:

$$-\gamma^2 \int d\text{Vol} \left\{ mn_0 \frac{|V|^2}{2} \right\} = \int d\text{Vol} \left[ \frac{Q_{\perp}^2 + B_0^2}{B_0^2} |V|^2 + 2V \cdot \kappa | + \Gamma |P_0| \nabla \cdot V \right]^2$$

$$- \lambda Q_i \cdot (V \times B_0) - 2(V \cdot \nabla P_0) (V \cdot \kappa)$$

$$+ Q_{\eta} Q_i - \lambda Q_{\eta} (V \times B_0) - \frac{1}{B_0^2} (Q_{\eta} B_0) (V \cdot \nabla P_0) + \frac{1}{B_0^2} (Q_{\eta} \nabla P_0) (V \cdot B_0)$$

(16)

The first three terms of this kinetic-energy relation are positive-definite and resemble the stabilizing contributions of field-line bending energy, magnetoacoustic wave, and compressional waves of the intuitive form of the well known ideal-MHD energy principle. Similarly, the next two terms are the parallel current drive and pressure drive. The last four terms containing $Q_{\eta}$ represent resistive analogs of the ideal-MHD terms. A diagnostic has been developed to evaluate each of these terms for eigenfunctions of linear computations. Their relative magnitudes are assessed to understand the significance of the pressure drive in the tearing activity in our nonlinear RFP simulations.
FIG. 11: Kinetic energy integral terms, grouped by ideal and resistive contributions and compared with the total drive for each eigenmode. The analyzed eigenmodes are for the time-averaged profiles from the nonlinear low-\(\beta\) computation without viscous heating. Magnitudes are normalized by the total drive for each mode.

In Figure 11 we evaluate and compare the magnitude of contributions to the kinetic energy integral from the total ideal stabilizing terms, the total resistive terms, and the total drive terms for each linear eigenmode from \(n = 6\) to \(n = 9\). The signs of the terms have been suppressed to compare magnitudes only, and each term is henceforth described as stabilizing (positive) or destabilizing (negative). Each term has also been normalized by the total drive of the respective mode for ease of visualization. The resistive terms sum to a negative contribution quantifying the destabilizing effect of resistive diffusion. Among the resistive terms, the \(Q_1 Q_i\) term is the most negative. All other resistive terms are positive and at least two orders of magnitude smaller. We observe that resistive diffusion cancels most but not all of the ideal stabilizing terms by weakening the effect of field-line bending forces. As a result, the sum of the stabilizing and resistive effects is smaller than the total drive for each mode, resulting in a positive growth rate.

We define the net stabilization for each mode as the sum of the respective ideal-MHD stabilizing terms and the resistive terms. Its magnitude is compared separately with the parallel current-drive term and the pressure-drive term in Figure 12. It is observed that for each eigenmode, the net stabilization (blue) is larger than either of the two drives in this system. Moreover, the pressure drive is always comparable in magnitude to the parallel current drive. For equilibria from the non-linear computations with viscous heating, the pressure drive is larger than the parallel current drive for some of the eigenmodes (see Figure 13).

FIG. 12: Kinetic energy integral terms, grouped by the net stabilizing contribution from ideal and resistive terms and compared to the total and individual drives. The analyzed eigenmodes are for the time-averaged profiles from the nonlinear low-\(\beta\) computation without viscous heating.

The above kinetic energy integral analysis for comparing the tearing-mode drives is an analog of the ideal-MHD energy principle for the non-ideal case. In the presence of resistive diffusion, the resulting force operator is not self-adjoint, and a straightforward description of the energy principle is not plausible. Unlike the ideal-MHD principle,
FIG. 13: Kinetic energy integral terms, grouped by the net stabilizing contribution from ideal and resistive terms and compared to the total and individual drives. The analyzed eigenmodes are for the time-averaged profiles from the nonlinear low-$\beta$ computation with viscous heating.

Our kinetic energy integral analysis is not intended to assess the stability of equilibria. The stability of equilibria is described by growth rates of the eigenmodes obtained in the linear computations. Figure 14 shows growth rates of order $10^{-3}$ obtained for $n=6$ to $n=9$ in our linear calculations with equilibria extracted at different times in the low-$\beta$ nonlinear saturated state without viscous heating. Here, the profiles are not time-averaged, and the variability over time results from the evolution of the profiles through dynamo activity and transport.

**B. Energy Transport**

In this section, we describe global energy transport observed in the relaxed state of our nonlinear computations. The spatial profiles of the conductive and convective heat-flux densities are calculated for different times during the saturation phase and averaged over the azimuthal and axial directions to obtain radial profiles of outward thermal transport. The outward components of the conductive and convective heat-flux densities are defined as:

$$q_{\parallel r} = \hat{r} \cdot q_{\parallel} = -\hat{r} \cdot \hat{b} \cdot (n \chi_{\parallel} \nabla T)$$  \hspace{1cm} (17)

$$q_{\perp r} = -\hat{r} \cdot (n \chi_{\perp} \nabla T)$$  \hspace{1cm} (18)

$$q_{\text{conv,} r} = \hat{r} \left( \frac{c}{\Gamma T} n T V \right)$$  \hspace{1cm} (19)

where the subscript '$r$' denotes the outward normal direction in cylindrical geometry. Here, $q_{\perp r}$ is considered an isotropic part that has negligible contribution to the parallel direction.

To calculate the net flow of heat across a given radius, the above heat flux densities are integrated over the respective cylindrical surfaces. The resulting quantity is the heat flux denoted by $\langle Q \rangle$:

$$\langle Q \rangle = \int dVol (\nabla \cdot q) = \oint r q_{\parallel} d\theta dz = 4\pi^2 R r \langle q_{\parallel} \rangle$$  \hspace{1cm} (20)

$Q$ is positive for heat going radially outwards across a given surface. We note that $\langle q_{\parallel r} \rangle$ only results from the correlation of magnetic-field and $q_{\parallel}$ fluctuations. Convective transport can result from the correlation of fluctuations and from average radial flow.

In Figure 15, temporal averages of the
grated parallel and perpendicular thermal conduction and convective heat fluxes are plotted for the low-$\beta$ saturated state without viscous heating. We observe that the largest contribution to radially outward energy transport in the core comes from the fluctuation-induced $\langle Q_1 \rangle$. The convective transport is small in the core, and perpendicular thermal conduction is almost negligible. With $V_r$ and $B_r$ approaching zero near the wall and no radiative loss, perpendicular thermal conduction must account for all heat transport near the boundary of our simulations.

The sum of heat fluxes due to thermal conduction and convection is compared to the enclosed Ohmic heating, as a function of $r$, to check for energy balances in the final relaxed state. The total outward energy transport is almost equal to the enclosed Ohmic heating across the profile, as shown in Figure 16. The final state is thus self-consistent with respect to energy transport. The excess transport at the extreme edge is considered a minor discrepancy that may arise from an under-resolved boundary layer.

It is useful to decompose the heat flux densities analytically by Fourier harmonics to assess which nonlinear perturbations are most responsible for energy transport in the radially outward direction. To achieve this, a mean-field approach is adopted, where each quantity can be split into equilibrium and fluctuating parts:

$$q_{||} = -\mathbf{r} \cdot \hat{\mathbf{b}} \left( n \chi_0 \nabla T \right)$$

$$= -\frac{\chi_0}{B^2} \mathbf{r} \cdot (\mathbf{B}_0 + \mathbf{\tilde{B}})(\mathbf{B}_0 + \mathbf{\tilde{B}}) \cdot (n_0 \nabla T_0 + n_0 \nabla T + \tilde{n} \nabla T_0 + \tilde{n} \nabla \tilde{T})$$

(21)

For cylindrical geometry, $\mathbf{B}_0 \cdot \mathbf{r} = 0$, and $\chi_0$ is uniform in our simulations. We expand the above expression and average over the azimuthal and axial directions to obtain radial profiles. Averaging eliminates linear terms, and we obtain:

FIG. 15: Profiles of time-averaged fluctuation-induced (parallel), perpendicular, and convective heat flux.

FIG. 16: Profile of total outward heat flux compared with the Ohmic heat enclosed at each radius.
FIG. 17: Time-averaged fluctuation induced conductive heat flux. The ‘all’ trace refers to contributions from all orders of correlations, O(2) corresponds to only quadratic correlations and O(3) corresponds to only cubic correlations.

\[
\langle q_{||} \rangle^{(2)} = -\frac{X_{||}}{B^2} \left[ \langle n_0 \hat{B}_r (\hat{\mathbf{B}} \cdot \nabla T_0) \rangle + \langle n_0 \hat{B}_r (\mathbf{B}_0 \cdot \nabla \hat{T}) \rangle \right. \\
+ \left. \langle \hat{n} \hat{B}_r (\hat{\mathbf{B}} \cdot \nabla \hat{T}) \rangle + \langle \hat{n} \hat{B}_r (\mathbf{B}_0 \cdot \nabla \hat{T}) \rangle \right]
\]

(24)

\[
\langle q_{||} \rangle^{(3)} = -\frac{X_{||}}{B^2} \left[ \langle n_0 \hat{B}_r (\hat{\mathbf{B}} \cdot \nabla T_0) \rangle \right. \\
+ \left. \langle \hat{n} \hat{B}_r (\hat{\mathbf{B}} \cdot \nabla T_0) \rangle + \langle \hat{n} \hat{B}_r (\mathbf{B}_0 \cdot \nabla \hat{T}) \rangle \right]
\]

(25)

The correlations of parallel heat-flux density fluctuations with magnetic fluctuations at second and third order are plotted in Figure 17. We observe that near \( r = 0.8 \), the second-order radial heat flux goes to zero, and the flow of heat via second-order correlations in the edge is inwards toward the core. Thus, when \( \langle q_{||} \rangle \) is decomposed as shown in Eqs. 24–25, quadratic correlations do not provide a complete description of outward transport observed in the RFP simulation. The third-order correlations sum to a positive value in the edge and are larger than the magnitude of the second-order correlations. The sum of the second and third-order correlations is also shown in the plot and is almost equivalent to the total conductive heat flux from all orders. Thus, we conclude that the fourth and higher-order correlations are small.

The second-order correlations of conductive heat flux, separated by Fourier harmonic from \( n = 0 \) to \( n = 25 \), are shown in Figure 18. Contributions from larger-\( n \) components are small and are not included in the plot. As expected, the largest contributors to outward energy transport in the core are the \( 5 \leq n \leq 13 \) components that are associated with tearing fluctuations.

The decomposition of heat flux into terms of different orders of correlation can also be applied to the outward convective transport. The average radial profile of outward convective heat flux density
FIG. 18: Quadratic correlations of fluctuation-induced parallel conductive heat flux in the relaxed state of the low-β computation, separated by axial Fourier wavenumber.

is given by:

$$\langle q_{\text{conv},r} \rangle = \frac{\Gamma}{\Gamma - 1} \langle nTV_r \rangle$$

$$= \frac{\Gamma}{\Gamma - 1} (\langle n_0 + \tilde{n} \rangle (T_0 + \tilde{T}) (V_{0r} + \tilde{V}_r))$$

(26)

The terms that are linear in fluctuating quantities are eliminated by averaging, and we are left with second and third-order correlations:

$$\langle Q \rangle_{\text{conv},r}^{(2)} = C_0 r \left[ n_0 \langle T \tilde{V}_r \rangle + T_0 \langle \tilde{n} \tilde{V}_r \rangle \right.$$  
$$+ \langle \tilde{n} \tilde{T} \rangle V_{0r} \left. \right]$$

(27)

$$\langle Q \rangle_{\text{conv},r}^{(3)} = C_0 r \langle \tilde{n} \tilde{T} \tilde{V}_r \rangle$$

(28)

where $C_0 = \frac{4\pi^2 RT_0}{T - 1}$ is a constant.

The convective heat flux crossing a given cylindrical surface is shown in Figure 19. The second-order correlations are small and negative in the core, implying a small amount of inward transport. In the edge, second-order correlations result in large net outward energy transport. Third-order correlations are an order of magnitude smaller. However, the sum of second and third-order correlations does not explain the total outward convective transport in the core. The zeroth-order term provides the largest contribution, and the sum of the zeroth, second, and third-order terms is nearly equal to the total convective transport.

Because the steady states used to drive the simulations have no pinch flow, the nonzero $V_{0r}$ results from the simulated relaxation with transport. Figure 20 shows that $n = 0$ diffusion is a large part of the particle transport in the simulation. The diffusive flux is negative, implying that it acts as a source, which is balanced by the convective particle transport from $n = 0$ flow and correlations of fluctuations. The sum of the convective and diffusive fluxes is nearly zero over most of the profile, which means that on average, the simulated relaxed state satisfies steady particle transport. The $n_0 V_{0r}$ contribution is a significant component, and the consequence for thermal energy transport is the
convective transport. The correction terms for particle diffusion that are included in the temperature evolution equation, Eq. 8, prevent unphysical energy gain or loss in the system from the numerical particle diffusion and do not contribute to heat transport. Not shown are results from a simulation without particle diffusion that is continued from a segment of the low-β simulation. Without the diffusive particle flux, the total convective particle flux sums to zero with fluctuations balancing $n_0 V_0 r$. The $(5/2)n_0 T_0 V_0 r$ convective heat flux in the core is reduced but is still appreciable.

C. Comparison to experiment

Comparing energy transport represented in the computations with experimental results from the Madison Symmetric Torus Experiment provides information on the MHD model’s validity for integrated simulation of the system. The radially outward heat flux induced by magnetic fluctuations measured in the edge of MST (r/a > 0.75) is shown in Figure 21. It is described as the second-order correlation of the fluctuating heat-flux density parallel to the equilibrium magnetic field and the fluctuating radial component of magnetic field. This quadratic correlation is

$$Q_r = \frac{\langle \tilde{q}_r \tilde{B}_r \rangle}{B_0} = \frac{\langle \tilde{q} B_0 \tilde{B}_r \rangle}{B_0^2}$$

where $\tilde{q}_r$ is the total heat flux density parallel to the equilibrium magnetic field, $\tilde{B}_r$ is the fluctuating magnetic field in the radial direction, and $B_0$ is the equilibrium magnetic field. Both fluctuating quantities are measured locally with probes. Here, the symbol $\langle \rangle$ represents an ensemble average of many time records in the experiment, where instantaneous surface averaging is not possible. The correlations just inside the reversal surface yield a heat flux that accounts for the energy transport expected from Ohmic input. This flux is analogous to the sum of the last terms on the right sides of Eqs. 24 and 25. The third-order term in our analysis would be considered part of the quadratic correlation for the experiment, because the experimentally measured $\tilde{q} B_0$ is not decomposed. Also, Fiksel, et al. state that the third-order correlation associated with magnetic compression $\langle \tilde{q} || \tilde{B}_r \tilde{B}_r \rangle / B_0^2$ is measured to be small as we have found in the MHD simulations.

Fiksel, et al. also found the fluctuation-induced heat flux near the reversal surface to be from con-
vection. An independent measurement determined the fluctuation-induced electron particle flux \( \Gamma_e = (\langle \vec{E}_e \rangle / \vec{B}_r) / B \) from fluctuations in the parallel electron particle flux, \( \vec{E}_{\|} \). The electron energy distribution was measured to be anisotropic in the edge of MST, and as shown in Figure 21, the convection of energy in random parallel motions \( \tilde{Q}_{\text{conv}} = 3/2k_B T_e \tilde{\Gamma}_e \) was found to match the fluctuation-induced heat flux in the MST edge plasma.\(^{19}\) The heat flux inside the reversal surface was also found to follow Rechester-Rosenbluth (RR) collisionless transport along stochastic magnetic field,\(^{18}\) provided that the electron thermal velocity is replaced by the ion thermal velocity.\(^{65}\)

The theoretical developments in Ref. \(^{66}\) investigate kinetic shielding and drag effects from quasineutrality and induced magnetic fluctuations when the electron distribution has clumps of electrons streaming along perturbed magnetic fieldlines. Over the edge region of MST, the dominant magnetic fluctuations are from the global tearing modes, which are resonant in the core. The theory predicts that the non-resonant nature of the fluctuations reduces the turbulent electron-electron diffusivity, which leads to the "ambipolar" property of ion thermal speed limiting the edge electron energy transport. In the core, where the dominant modes are resonant, the turbulent energy transport does not follow an ambipolar constraint.

More recent analysis of fluctuation-induced thermal transport in MST was performed by Biewer et al.\(^{20}\) using MST’s Thomson scattering diagnostic.\(^{20}\) The total thermal conductive and convective heat fluxes were estimated from a local power balance equation by taking into account heating sources, as well as all possible sinks such as particle collisions, radiative losses, and ambipolar particle transport. The measurements found convective heat flux to account for less than 10% of the total heat flux in the core, as shown in Figure 22.\(^{20}\) In addition, the core transport is consistent with the RR magnetic diffusivity using the electron thermal speed, where the magnetic diffusivity is inferred with scaled magnetic fluctuations from DEBS MHD simulations.\(^{20}\)

When comparing energy transport results from our simulation and from MST, we note the qualitative agreement of heat flux from correlations of magnetic and parallel heat-flux-density fluctuations being the largest contribution in the core. The simulations use fixed \( \chi_\parallel \) and \( \chi_\perp \) values at a ratio that is much smaller than in MST’s core, but the modeled transport results from the large anisotropy along temporally evolving 3D magnetic field. Using a greater \( \chi_\parallel \)-value may further increase the resulting ratio of conductive and convective transport to approach the experimental findings in Figure 22.\(^{20}\) However, the MHD modeling cannot reproduce the kinetic effects that describe streaming in the electron distribution and distinguish resonant and non-resonant responses. Also, while fluctuation-induced convective transport is important in the edge of the simulations, reminiscent of Ref. \(^{19}\) it is from an MHD \( \tilde{V}_r \) and not from a \( \tilde{E}_{\|} \), as found from probe measurements. In addition, important particle-transport processes, including interaction with neutrals near the wall, are not represented and likely affect convective heat transport in the edge.

Despite the very simplified modeling of transport, it is worth emphasizing the comprehensive nature of our simulations. They determine the 3D evolution of all fields with current-drive, heating, and the simplified energy and particle transport processes. The evolution also maintains approximate MHD force-balance of the large-scale fields. The computations allow us to examine nonlinear interactions as they evolve and self-consistently settle into a relaxed RFP state that is close to marginal stability. The qualitative agreement of the simulations with conventional multi-helicity RFP experiments can be attributed to the importance of the tearing fluctuations, which the MHD simulations model well.

V. SUMMARY AND CONCLUSIONS

The study presented in this article applies nonlinear MHD simulation to model tearing dynamics, magnetic relaxation, and energy transport in inductively driven multi-helicity RFPs. Our computations with the NIMROD code use unstable symmetric steady-state solutions of the dynamical equa-

Contributions to drive the relaxation dynamics while avoiding large-scale pinching. The simulations evolve to experimentally relevant regimes, as found previously with similar MHD models without density evolution and with density evolution at smaller Lundquist number. Our analysis of the relaxed states includes: 1) confirming power flow through the dynamo effect to sustain relaxation, 2) comparing pressure and curvature drives of tearing in the relaxed states, and 3) identifying the correlations that lead to energy transport. The dynamo effect and energy transport are diagnosed directly from the 3D simulation results. The pressure drive for tearing is determined through kinetic-energy considerations for linear eigenmodes of the relaxed profiles.

We find that the linearly unstable low-wavenumber modes of profiles extracted from our nonlinear computations have tearing parity. That is consistent with previous linear computations of pressure-driven MHD modes for prescribed, mathematically simple, $\Delta^*$-stable RFP profiles. Moreover, we quantify the pressure-gradient drive by analyzing all terms that contribute to the kinetic energy integral in the linear computations. This analysis finds the pressure-gradient drive to be comparable to the parallel-current drive for these tearing-parity modes and that neither drive alone exceeds the combination of ideal-MHD stabilizing and resistive diffusion terms. Thus, we infer that pressure is significant in driving the dynamo modes in the nonlinear RFP computations that sustain a pressure gradient. Our dynamo-effect analysis shows the same behavior as in simulations without pressure evolution, so the significance of the pressure drive does not modify well-established insights on RFP tearing with respect to field reversal.

The computational diagnostics of heat transport in the simulations is qualitatively consistent with a previous analysis of MST experiments in that transport induced by magnetic perturbations from tearing is largest in the core. The fluctuation-induced core transport in the simulations is conductive, Eq. 22. Deconstruction of the simulated conductive heat flux into correlations of temperature, density, and magnetic fluctuations shows that second-order correlations alone do not explain parallel thermal transport in our nonlinear computations. Third-order correlations are important in forming the outward transport process. The experimental study concluded that core MST transport is also conductive by considering collisionless RR stochastic-field analysis. That random-walk analysis uses test-particle streaming to yield thermal conduction on the scale of the experiment. It differs from the locally anisotropic conduction along 3D fields in the MHD simulations, but the two lead to qualitatively similar transport.

To achieve more representative integrated simulations will require two-fluid modeling to reproduce drift effects, as in previous RFP computations but with a pressure profile. Better modeling of the edge is also important, as the post-relaxation pressure profile (Figure 7) has its gradient unrealistically close to the wall. Temperature-dependent thermal diffusivities may help in this regard, but the $\chi_0/\chi_\perp$-ratio in our simulations is already more representative of edge conditions than core conditions. Interaction with neutral particles is important near the wall in the experiment and can be incorporated with a dynamic neutral model which has recently been added to NIMROD. In principle, the kinetic physics of fluctuation-induced energy transport can also be included through integrated MHD/drift-kinetic modeling but including two velocity-space dimensions will lead to signif-
icantly larger computational costs than the simulations presented here.
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We avoid the term “resistive g-mode,” which is used to refer to resistive interchange or to any pressure-driven resistive mode in the literature.
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